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ABSTRACT
V/

Spatially dependont autoregressive models in m dimensions are
defined. The coniitions for stationarity and invertibility are de-
termined, The autocorrelation function and Yule-Walker equations
are obtained for the general case, and as particular cases
z(t) = f(xl, Xo3 t), for 00 < ¢t |t for special discrete values
X 49 Xpg0 and ti’ for various grids in (xl, x2) plane and for orders
1l and 2 in time., The spectra are obtained for these particular
cases, and some results for the partial autocorrelation function.
All results are new, The notation, definitions and assumptions are
those given by Voss et al (1977). We a;aumc stationarity of zx,t
over time t, where x = (xl, Xyy eees xm)\an m dimensional vector.
We assume the covariance structure as given by Hannan (1970), with
65’0, and all covariances existing, Non-stationary models will

be considered in later papers,
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1, Definitions, Model, Assumptions, Conditions.
The notation, definitions and assumptions are those given by Voss

et al (1977). We assume stationarity of 2, . over time t, where

t
]
X = (:.l, Xpy eee s xm) an m dimensional vector. We assume the covariance
structure as given by Hannan (1970), with & : >0, and all covariances
existing. Non-stationary models will be considered in later papers.

The autoregressive model in m dimensions is defined as

~ oo ©o ~
Q1) 2, o RN | kel Pn,k Zxen, t-k * %,t °
In (1.1) X)s Xps eee 5 X are m space variables, and t is the time

variable. The a's are independent shocks, i.e., independent random

2
variables with zero mean and variance of {'x, t} . 8 57 ‘x, % is
independent of ?; ek except when k = O, The autocorrelation function
’

1l k=0
of the white noise process a, . is given by FO.O,-.-.OJ‘ 0 kfo

for - CO<t<%9, e assume that ‘;x is a weakly stationary process.
¢ ]

t

The autoregressive process can be thought of as the output ‘:x % from a
9

linear filter with transfer function 4’ 'l(B x'Bt) » when the input is

white noise ax’ £

of (lel) in which only a finite number of coefficients are non-zero, i.e.,

In this paper we are interested in some special cases

~ R q r ~
1.2) =, Zn--p z1:--1 Pok Pz, t-k* %t ?

where p = (pl’ P,L,» eee Pm), and qQq= (ql, q2, see o qm). In this case

d’(Bx,Bt) is finites Therefore for invertibility, no restrictions are

needed on the parameters ?n K The autocovariance function of the auto-
)

~
regressive process, AR, is obtained by multiplying throughout by 2

x-L ,t-k

and then by taking expectations, We can obtain autocovariances via the
oo L c .d
autocovariance generating function r(Bx, Bt) - I . S ooch Bx Bt’
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: (o} d -C o=d
where ch is the coefficient of both Bx Bt and Bx Bt , and YOO is

the variance of the process. It can be shown that
2
(13) @8, = 0, Y, YEr,),

where (B ,B,) = P71(8,B,) and ¥ (k,F,) = ®-tr,r,).

12w .o 128y oo

Spectrum, If we substitute Bt = e and Bx

J
3 jfmind i = V-1in (1.3), we obtain the power spectrume Thus

spectrum of AR process is

(L) pf,e) = 2077 H’(e"“‘”rg LY RS P S-H

(e gj 5;5 s 8 = (81’ 82’ see &m) ’ ¢(e-i21rg’ ;'[zﬁf) -

?(e-iZWg‘ , 12T, e-121rgm’ o~12TE )

eeee »H

Stationarity. The stationarity conditions for AR process are generalizations
of Box and Jenkins, i.c., for stationarity ¢ 'l(Bx,Bt) must converge for
some sets of values of Bx’Bt' These conditions are obtained for various
models in the next two sections.

In section 2 we consider the case of m = 1, and in section 3 we con-
sider the case of m = 2, In each of these sections, various models are
discussed discussed in detail. All zero dimensiocnal results of Box and

Jenkins (1970) are special cases of the more general models in this paper.

2, Autoregressive Models in m = 1 dimensions.

For m = 1, (1.2) can be written as (writing x for x and n for nl)

. ~ . ¥
A=) %yt z n:-p, k=1 ‘Pn,k

The process defined by (2.1) is denoted by AR ( r; Pys ql) , and can be

% + a
x4n, t-k Xyt

written as,

~
(242) ¢(Bx’nt) zx,t. = ax,t s where

- a i
(23) e U Zn-:-p,z‘knl ?n,k B:\c B: .
The autocorrelation function, Yule-Walker equations and stationarity




conditions are obtained for various special cases of AR (r; Pys ql).

Since the series CP(BX,Bt) in(2.3) is finite, no restrictions are

required to ensure invertibility.

2.1 The Model AR (1; 1,0)

From (2.,1) , AR (1; 1,0) writing 1 for ‘?Ol and ?2 for ?ll

~

(22a1) S, * )% a1 * Foledtal * s ¢ SOTvespondingly
can be written as (@1 ,B ))~ where

(2.1.2) P, (B,B,) = 1 ~(P;*P,B,) B,

Autocorrelation Function, Multiplying throughout in (2.1.1) by

~

'x,-m,t.-n s we obtain

ax,t i’

~

(24143) . . =®.Z Z +?,'i T +2 o
X-my t-n"x,t 1 X=m, t=n"x, t=1 2 X-myte=n Xx=1l,t-1 x=m,t-n x,t

On taking expected values in (2.,1.3), we obtain

(2e1ek) Ym,n . '?IY m,n~1 NYZYm--ZL,n-l hd
m=0,nZ1;m>l, n=0; and m2>21, n2 1,

3 2
(261:5) A280 Yoo = P1¥g * P2 Yu *Gassme Yo, =Yg omd Y 15 =Ty

o dividing by Yoo = G2 in (2.1.L) and (2.1.5),

(2146) fm,n = 91 fom,n-l *?2 f’m—l,n-l’ either m»0 or n> 0, but
not m=1, n = 0; and

2 2
(2.107)1-‘{)1f)01+?2 f’u*(ya U’O
From (2.,1.4) and (2.1.6), we see that both autocorrelation and auto-
covariance functions satisfy the same form of difference equations. From
(2.147) , the variance 0’2 may be written as,

-
(24148) Cr 0’./ 1 “? Pa " P2 /"u) .

From (2.1.2), (B,B,) = 1 ~(Py+P,B,) B, ana¥(B,,B,) 421 (@,8,).

Ive .0, R roT

o

o o



-"
QmiS and B_ = & 18 | § «¥71 in the auto-

If we suostitute B, = e
covariance generating function (2.1.8), we obtain the power

spectrum., Thus the spectrum of AR (1; 1,0) is given by
(2.1.9) p(f,g) = 2<ri /, 1 _QPle-?.Wu _?20-21r1r‘-2rf18 ,2 )

20’i/ [1+ 9% +92 +2p ¢, cos 2Tg - 2(P cos 2T ¢ +P,con 2rr(r+gpj X

02T, 0% S
Again when ?2 = 0, we get the corresponding result for zero dimensions,
Stationarity. For stationarity, the autocovariances and autocorrclations
must satisfy a set of conditions to ensure stationarity. The conditions
can be combined in a single condition that the generating function ‘¥ (B ,B,)

must converge for ,Btl <1 and 'Bx‘ <1, See Theorem (2.1,12) below. Now

©0
(201.20) Y (8,58,) & (1 - (91+9;8,) Bt.)-l (BBt B

£
From (2.1,10) we see that for stationarity [¢,+@.B, [<2 and |B %1,
Taking B = 1 and N -1, the parameters of AR (13 1,0) must satisfy
|q>l+ q>2|<l, and ,?1 -4{)2‘<l, to ensure stationarity. The two

conditions can be combined into a single condition.

aanle, [ +le | <1, P
1l f? ”\(0,')
This region is shown in Fig. 1 e
(AR N
(0:4)

We briefly give a justification for |Bx l T 1. Operationally the condition

for stationarity may be written as
~ -1
o, o (1 = (9,8, Bf) xyt

. {1 "R R e e - } xot

P e A Tt S A AR N T T

s




2
"t (F,+ P28, ft-1 ' (@14 9,8,) Regep © *ne

2
ot P10k, 01t PP, o1 P20k, te2t 2P1 P21, 20 920

This series does not involve Bt' Hence it is zero dimensional in x,
So, le) =1, as must be the case for stationarity for any B operator
since we assume stationarity in 4{x, t} s X a vector.

(241412) Generalization of the theorem in zero dimensions,

The roots of the characteris*ic equation mst lie outside the
unit circle in each variable, Bi when all other B!'s are set to one,
The condition must also hold, as stationarity in m dimensions, m + 1
variables, requires stationarity in every direction in the m + 1
variables, The same condition holds in case of invertibility for the

MA models,

2 42" ***

Autoregressive paramcters in terms of autocorrelations Yule-Walker oquations.

From (2.106)) we obtain (/0-10 ./010)

2} ' Fop ® T2 %P2 P

Pa*91ifw "1 Hence

2
(240} P17 Y "/"11/"1,0)/(1 /10
2y .

?2° {u-fa (i /( 1-p10)
Again from (20106) we obtain
2dd5)  Lox* P31 Lot * Fo Prpa + 71
(21.36 Ao p= Py Paa *Telfpas » P+ W&

(2e217) P P1 Pkl * P2 LPr1,kr? ¥ Z1.
Formulas (2.1.7), (201013)’ (201011()’ (201.15) and (2.1.16) can

be used recursively to compute various autocorrelations,




~ownmeEwN -

A special case of (Z.1l.1L) occurs if P o1 -loll o Then from (2.1.14)
?1 'QZ = pol( 1 ’/)10)-1 , provided Iolo ¥ 1, As an aexunple, if

Pafun"Ffp =% ta P =P, =14
Another special case occurs if /010 = 1, then from (2.1.11) we have

/001 = (Pl *‘?2: loll - (Pl + Qz which is meaningless unless /001 -/011,
and of course ‘Pl + ?2 = fOI = loll e Clearly this means ‘?1 +q)2\ <1,
one condition as already seen in (2.1.10) for invertibility. Such cases
however are singular since we insist 1 -/0 io > 0.

Further we note that «?1 and ?2 are determined by /001, f)lo’ and /Oll'
Conversely if ¢, and @, arc chosen in accordance with (2.1.13), then given

any one of /001, /010, or f)ll’ the other two are detcrmlined.

(2¢1418) As an example we take P, = o2, P, " wsbi
L R R A PR
The set of values for the /0 's is determined by the equations (2.1.3),

given 9., ¢, and {010 we solve for Loy @4 'on. We choose /010 = .5
and consequently Oy = =l /011 = ,5. The autocorreclation function
is given by (2.146), (2.1.15), (2.1.16), and (2.1.17). In all cases

Ioml --/Om, m>Q, For the special case ?l - .2, c?e = -,6, the auto-
corrcelation function /omn is given by the diagram where the x axis

represents m and the y axis n,

0 ! 2 3 ‘e 8 5 m

1 o5 25 o125 «0625 «03125

-el -e5 -e25 -el25 =.0625 -e03125
«28 -0l 25 «125 «0625
008 "018 oO?h "0125
o131 -4083 «1204
076 =¢095
072

n

i
¥

—




The analysis for the model AR (1; 0,1) is given by

~ ~ ~
(201019) By = P3% 00 + P, tm1 * Oxt”
It is similar to model AR(l; 1,0). The results are analogous if

we replace the parameter g by qa 3 and the operator Bx by Px.
2.2 The Model AR (2; 1,0). AR (2;1,0) is given by
~ ~ ~ ~ ~
(2021) B0 = Py ey * Pradxe1,e-1 * FooPx -z ¥ TroPx,t-2 * Oxp 0 OF
~
(2.2.2) P, (B,B,) %, =a, where
(2:2:3) @, (BBy) = 1= ( Py *PraBy * PogBy * TroByBy) By
Conditions satisfied by the autocorrelations. The correlation matrices

for the Yule-Walker equations in t and x are, -
r

Wy 1 fa fo
oin=oi |t folies R0l |pg 2Pl -
s | (o2 (b1 1)

From (2.2.L), positive definiteness implies 1 = /Oi, Mo,
! fa fu [for Fi2
2 Pa fee i * o Pfa [u
(2.2.5) fa. * Fal =WsE LG s 2 fu fa] »e.
por for * o fa .t fw ;
fo. fu fa (o !

Autocorrelation functions Multiplying (2.2.1) by"ix . bon® V€ ECE
=iRy

z 2., = 2 z + 2. 2 + 7 %
X=my t=-n"xt qf’01 X=M, ten"Xx, t=l (Pllzx-an,t-nzx-l,t-l ‘?oz‘x, l.-'d’x-m,t.-n

~ ~ ~
Y ?12zx-m,t.-nzx-1,t-2 5 zx-m,i’.-n “xt.

T e

Taking ex.ected values on both sides, we get

(2:26) Yo * P2 Yapnad * F11Ym1,01 * oo Ympne2 * P12 Ymea,ne2 "

forn-o,nz l; m>1, n= 0 n?-l,mzl.

Also




~n

o - r'4
(221 Yo" PaaYor * Pra¥Yu * PozYor * Prc¥az* Ta
(2:228) 0y = P01 Pmynet * F12 Aaed,0-1 * Po2 Paynez * Faz Faea,n-
form=0,n21;ml,n=0; 21, n21l, And
: 2 /.2
(2:2:9) 1% 9 /’01 *Pufi* Yoofo® Taafre? Ga/gz
The variance G’ from (2.2.9) is given by,

(2 2.10)0'2 0‘2/1 ~Far for ~ ‘Yu i ‘?02 Po2 = CFlz /712)

Spectrum, Let \P(BX,Bt) -4’2 (Bx’Bt) , and from (2.2.3) i

P, BBy =1 - (P +PryB + @B, + PyBB,)

Substituting B, = e-zﬂf and B_ = 0'2113 in the autocovariance t

:
generating function r(Bx’Bt) given in (1.3), we get the power ;

spectrum. Thus the spectrum of AR (2; 1,0) is given by

(242411) = WA §
olE.ah =28 / l 4 %1 AT GHUELATE o LMV o MM g‘ T
0$esh oS i

Stationarity. As in section 2.1, for stationarity \V(Bx,Bt)- ¢-l(Bx,Bt)
-1
o [1 - (Por * 1By * PoBy * PrcBeBy) B )
(%) d
> S [( For * Poz By) * ( PpaBe + PuoBeby ) )
must converge for lBt‘ $1 and \Bx\ 3

- 2
This implies that the roots of 1 - ((?01 +q>qu)Bt + (?02 +‘?128x) Bt) =0 |
must lie outside the region ‘B ‘ 1 and \B \ €1, The conditions are !

(2.212) @ * P2 * Pn * Pn <12 |
Po2* P2 Faa =P <13
oz " Tr i 1 By 0 R '!
Poz-Pre- P * P <12 and
19 02 | 1P| <.

|
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Yule-Walker Equations.
- - d g ~ ~
Multiplying in (2.2.) by z.x,wt-l’ zx-l,t-l’ zx,t.-2’ and By1,t-2
respectively and taking expected values on both sides, we get,

(2e2.h) Ly = Yo * Prufro* Po2far * Frofn
(2.225) 1) * PoaPro* Tua * Poefun* Przfar

(2.2016) f)02 - (Pol {001 * <P]_]_ Fll * cPO2 ‘?12 PlO * o
(2:27) L1 * Y P * PuaPor * Pozfro + S

These equations can be solved and parameters CPOl’ (Pll’ CPo'g’ (Plz

can be expressed in terms of autocorrelations, Also from (2.2.8) we obtain

(202:18) o = Poy Lok * Pra F1ke1 * Poz Loz * P12 A1 k2 2
(2.2.19) P10 * P fia * P12 P2, * P02 Pi2 * Pa2fPr-r,a » o0

(202020) 044 * Pop Liyk-1 * P12 Pi2,k-1 * Poz Pieyic-2 * Prz Pr=2 kmz 2
where k > 1, Formulas (202018), (202.19), (2.2020)’ and (2.2.8)

can be used recursively to compute various autocorrelations,
243 Partial autocorrelation function for AR (1; 1,0)s The partial
autocorrelation is a device which helps us decide which order autoregressive
process to fits, with the models given in sections 2,1 and 2.2, we prove
the following result.
Theorem, If the true model is AR (1; 1,0) , then Ppp = 0 and Pro = 0 s

sseming P 7 Fra0
Proof, From (2.201h) and (202015) ’

2 2 2 2
Por-f1n = PorlPor=Profu)* Pulfiofo =) *Foel for =11}
Substituting the values of ¢ " P, and (?ll = ?2 from

(2.1.12) and after simplification, we get ?02(/0(5 'Fli)( 1 -f’lg) - 0.




2 o 2 2
But 1 - /010 ¥ by (2.¢s5) and /’01 - /011 #0 by assumption, thercfore
?/0" = 0. Similarly it can be shown that ())12 = 0, which completes the
proof. It should be noticed that all other paramecters like (Yok’ ’Pkk’

and CPlk for k 2 2 are zero.

2.4 The Model AR (1; 1,1) ——e—@—o——

The model AR(1l; 1,1) is given by

~

~ o~ ~
%t " Poalx,e-1 * Paur®xa1,t-1 ¥ Pulxea,ea ?
immediately to

8.4 9 which reduces

~ ~ -~ ~
(2eiel) By = Pon®e,eed * Pralrod,ted * 2xed,00) * Pxt stnce @) =Py

R L TR
(2102) Hence @ (B,F,B,) = 1 - (Py +Py,(B4E) ) B,
The autocorrelation function is found by multiplying (2.4.1) by

ﬂ

2 to get,

Xy teni
o~ ~

ten® Txad, 51" Pxed, t1

We take expcected values to got

(24ke3) ;x-m,t,-n;xt i olgx-m,t-ngx, t-1 + ?lqu-m,
i ‘;x-m,t-n Sxt.

(2elieks) Ym,n s ?Ol Ym,n—l 3 <PlJ.(Ym--l,f:-ll. +Ym¢l,n-l) .

(2ehe5) yoo * PorYor * 2fuYn * Ta

(2eke0) /Om,n G ‘POl f’m,u—l +(Pll(me-l,n-1+f,m+1,n,--l)’ me= 0, n% 1"‘
m>l, n=0; m21, n21l, From (2.1.5) 4f we divide by (7,

, 2 _ 42 ' =3
(2:L7) qz 'qa (1 "?(‘)1 /001 - 2% fll) ;4

The power spectrum is found as usual by substitution of Bt - @
) 2
= 2iWg - 11rg’

=217 £
’

B = L -(:Tin the autocovariance generating

=
function r(Bx,Fx,Bt) .UEW(Bx’Fx’Bt) *P(rx,nxrt) « Thus p(f,g) is given by
(241448) p(£,g) = 20’3 ' 1 -?Ole'zsz - @, ( SHIE e?.iTl’g)' A

Off‘s&é,ofgf-’g.

st'

-

The conditions for stationarity arc found by selting ux - :.|, l"x -+ 1,
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and B,= = ¥ 1 using the same arguments as before. Now ‘P(B F B )= -&- l(B F »B,)

{1 - (Por* Pra By Bt)} : z_-o (Por* T B )

Hence the restrictions on the parameters are:lq:ul*’ 2?11‘< 1, |<‘)01-2 ‘?ll‘ <1,

(2e4e9) or {‘?Ol‘ + 2|<?u|<l, similar to the results given in (Z2.1). |
The Yule-Walker equations are found from (2.4.0) using m=0, n=1l, and ;

m=n=1g

(20420) L7 *Po1*2P11 Pro? Lin “FPor Pro * Prad* fog)e Consequently
(2elie11) cf’ol (f’()l(l"f’ao) ' 2/”10/013) / (1 *Poo - 2/010)
(/’11 /001/010) / (1 * P20 /010)
The rocursion formulas for the autocorrelation function arc |
(2e4e22) Qe = Pon fo,-1 * 2FP12 1,61 2 fho " P Pir * Pral Pre1,1* Prsa, 1) 2
Pic "PorPryi-i ¥ P1lPr-t,kd * Lrsr ) » K51 {
o Pyq = 9SS 04y = /’01 Pror @ AL Pyy = 0,21y = fiy Ao Trom (244.10). ,

If however 1 + /)20 -2 /010 0, then as a conscquence /)ll /’01 /010 ’ i
and then ‘?ll = 0, The condition 1 +/020 - ..{010 > 0 is satisfiod when

e

m= (0, or annO.

R

3¢ Autoregressive Models in M = 2 Dimensions

For m = 2, (1.1) can be written as
e o0 ) ~ ~
el le’ g:t an.' NE"Q--”S@ITrll’nZ’kzx].*nl’x?’nz’t.k { ax'l’x')’t‘ E l
Consider a special case of (3.1l) in which only a finite number of q)'a

are non-zcro, i.e., m= 2, in (1.2) ,

(3e2) S 1| % r z +a |
1’x2’ t n, =-p, Z n,=-p, z k=1 cf‘nl,n2,k x1+n1,x?+n2,t-k X)X . ‘

The autoregressive process defined by (3.2) is denoted as AR(r;pl,ql;p2,q2) »

and can be written as ‘P (B_ ,B ,B )2

x x,t e X,
| Xo%2 0%

b ? where




13 |

qy q, * %
(343) ¢3(Bx1’8x2’8t) -1 -an--plan--p2 k=1 CPnl’nzok Bx“::axza: :

Autocorrelation function, stationarity conditions and Yule-Wd ker
equations are obtained for various special cases of AR( r; Py19)3 pz,qz).
Clearly various results obtained reduce to the corresponding results for

ma= 0 or l. J

3el The Model AR (1; 1,0; 1,0). -
From (3.2), AR (13 1,0; 1,0) is }
~ ~ ~ ~

Gelel) 2,00 *FPoor 2y, t-1 * Pro1®x-1,y,t-1 * Pona®x,y-1,t-1 '

~

* Pr %1, y-1,t-1 ¢ Pt

convenience and also ?-101 by ?101, <{) 0-11 by ‘fOll' F
First we consider two intcresting special cases of (3.1.1)

s denoting X by x and X, by y for

Special Case 1. Let ?111 = 0, i,8s, we consider the model !

(31.2) ’;m “f’oof"’;q,t-l * PronPend el | ?Oll;'x,y—l,t-l Yt or t

(3ele3) ¢31(Bx’9y’3t.) Tt ™ By, » Vhore |

(3e1eh) @4 (B,B,BY) = 1 = (P * Py By + Py By) By« |

Autocorrelation function. Multiplying in (3.1.2) by ;x-i,y-m, tn 0d '
taking the expected values, we obtain

i

GeleS) Y m = P 002 Yipmyn-1 * 202 Yeu1,mn-1 * Po11Y2,m-1,n-1 and

at lcast one of zQ,m,n greater than zero and others zero or positive,

(3e146) 5 » & 2
Yooo ™ YoorYoor * ProaYiow * PonaYour * T

From (3.1.5) on dividing bYY 000 -t

g * ¥e get the autocorrelation

function

(3e1e7) Plmn = Poor Lo ,nyn-1 * P01 Pt -1,mon-1 * Pord Llyrelpnl , at
loast one of /] , my n >0, and others zero or positives From (3eleb),

2
the variance ¢ s is obtained on dividing by Y 000 * 2@

2 2
(3.1.8) O = Ga/(l = PoorYoor = Prox Yior = Pona Yoll>'

m
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“1p :
spectrum. Lot W(B,,B ,B,) = 4’. BsBysB,) » and from (3.1.k), 4;

-2iTf
dD(Bx’By’?t) «l-( (POOl ) ‘PlOle cPOllB ) B et Bt gy .
B, e~21iTg , and B - e"1h 415 the autocovariance generating function .

2 . o S
r- (Ta ‘*P(Bx,ny,at) \P(Fx,Fy,Ft), the spectrum of autoregressive model

(3ele2) is given by

2 ’ 2
(3.1.9) p(f,g,h) = /Ua/’ 1 - (Po01* Pron®
O<f-’2) Ufgf;g, O-h<;ﬁ

-21Tg, ~e1 My 241 ¢ | .

cPoll

Stationarity. From stationarity &PJl(B B ,B ) must converge for 'Btt =1,

T————

|B |21, ana [B] T2, From (3.1.h)

(3e110) 5 (B,sB,,B,) = (l = (Poar * Pron®x * Pona®y Bt) ,

d .d , ‘
- Z d=0 (‘Pool ”PlUle +?011) Bt. o As in (2.,1.10), for stationarity [

(3.1.11)‘q>OOl + q)lolnx *?Olll< 1 for le‘ - I, \By‘ = 1, Taking

Bx =1, =1 and By = 1, =1, the stationarity conditions ares

(3.1.12) I‘Yom * P10 * Pon | <2

| Poor = Pro1 * Porr | <2 ’
]?001“‘?101“?011‘ =1 |
) Poor = P20 = Ponr| <1 - ~

Yule-Walker Equations. ~
e-Walker Equations Multiplying throughout by ”x s¥stmd? x_, y=lyt=1’

and zx-l 7l in (3.1.2) and taking the expected values, we geu

(3:1:13) Poo1 = Poor *Pr01 (100 * Porz foro |
Pro = Poor fro0 * Pra1 * Ponr o |
Lo ™ Poor for0 * Pon Mo * Por . Let |

(3e11L) - Io 100 /0010

1 ¢ V. ¢
/)100 Iono “1- /o o1 = /)iuo & /’110 "znuu Fl()n -f’om
ﬂuo /nll() :
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(3+1415) for (v foro

s
0 w1 (110
1

fon [0

(341416) 1 Por [fow l

= 5
Proa= Pro  fa (o "

(3.1417) 1 o0 /°001

Ponr - ot fiw *
foro /0 fou

Special Case 2, let (f’lll = 0 and ?001 = 0, This reduces to a time .

series in m = 1 dimensions and the model is —0—}—— .

~ ~ ~ 9
(3:118) 2, - el‘x-l,y,t-l ’ezzx,y-l,t..l tagt 0 Pia O Qo =7, or

~/
Q - 91‘th - B,zaynt) Tt ™ St
Autocorrelation function, Multiplying throughout in (3.1.18) by

~

2 xa,y=m, t-n

e N e R o s

and taking expected values, we obtain

(341419) Tz,m,n - 91 Yl-l,m,n-l \; 62 Ye,m-l,n-l , at least one of Z,m,n?O, and
(3e1e20) Yoo = &1 Yin * 85 Yors *0 » Dividing by Yo ) we gt from (3.1.20)

(3.1.21) /ol,m,n -01 Ial-l,m,n-l b 92 /at,ny-l,n-l , and
(Bele22) 1= B, o+ 8,2+ T2 /a2, From (3.1.22), tho |

va.rianuO'zisgivenbyd'z-O'? 1 =& -8 .
2 2 a 101 2/o1l

Spectrum. From (3.l.18)
(3e1423) P (BsB,B,) = 1 - (BB, +923y) B,
(3e1e24) Let \P(Bx,By,Bt) - 4>'1(Bx,ny,at). The autocovariance generating
2 21T ¢
function is given by r - G’a\P(Bx;By,Bt)\P(Fx,Fy,Ft). let Bt =@ 3
» ’-21'7Tg e2‘:1'!1")’1
’

By

is given by

and B =

v + The spectrum of the AR process (3.1.18)




, - 2
(341425) p(f,g,h) = 2 ryza h o (910-2117'8 ’920-2111'}1) °-.fi.ﬂ':[‘

05 f<k, 0<g<l, 0<h<k,

Stationarity. Expanding (3.1.18) as in (2.1,10), the stationarity conditions are

’

,91";: +523yl< % }Bxl %1, and layl % 1, which givos

(3e1e26) l&l +02| < X.ls l 91 - Dzl < 1. These conditions are similar to (2,1,10),

Yule-Walker Equations. Multiplying by 'Zx_l y 41 2d ’i‘x y-1,4-1 3nd taking
32 9 T

expected values on both sides, dividing by YOOO - U': , we get

(3ele2l) Pry = by 3 92/0110 and

(3.1428) Loy = 8, Pro* 92 .  Solving, we got

(3:1.29) By ~{ Py - fona f’no)/(l ‘1012.10)
2
4, "(/0011 'flo;f’no)/(l -P10) .
This model and all results obtained are similar to the m = 1 dimensional

model considered in section 2.1

342 Other Models. Yule-Walker equations, autocorrelation functions and

some other results are obtained for other models m = 2,but are not reported

in this paper. Some of these models are: i
A, AR (1; 1,1,1,1) Nine point model (10 parameters) ——d

]
B. Special case of A 5 point model (6 parameters) i

C. With B -~ AR (2;1,1; 1,1)

S point model - (11 parameters) —e.

D, Special case of AR (1;,2,2; 2,2)
13 point model (1L parameters)

E. For model given in (3.1l.l1)

Lo Conclusions, The general autoregressive models in m dimensions have been
defined and general theorems obtained. The well-imown sero dimensional theory
is a sub-case, Important cases for m = 1 and ? have been cunsidured and Lheir

propertics investipated.
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